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ABSTRACT: Learning to rank arises in many data mining applications, ranging from web search engine, online 
advertising to recommendation system. In learning to rank, the performance of a ranking model is strongly affected by 
the number of labeled examples in the training set  on the other hand, obtaining labeled examples for training data is 
very expensive and time-consuming. This presents a great need for the active learning approaches to select most 
informative examples for ranking learning; however, in the literature there is still very limited work to address active 
learning for ranking. In this paper, we propose a general active learning framework, expected loss optimization (ELO), 
for ranking. The ELO framework is applicable to a wide range of ranking functions. Under this framework, we derive a 
novel algorithm, expected discounted cumulative gain (DCG) loss optimization (ELO-DCG), to select most 
informative examples. Then, we investigate both query and document level active learning for raking and propose two-
stage ELO-DCG algorithm which incorporate both query and document selection into active learning. Furthermore, we 
show that it is flexible for the algorithm to deal with the skewed grade distribution problem with the modification of the 
loss function. Extensive experiments on real-world web search data sets have demonstrated great potential and 
effectiveness of the proposedframework and algorithms. 
 

I. INTRODUCTION 
 

 Ranking is the core component of many important information retrieval problems, such as web search, 
recommendation, computational advertising. Learning to rank represents an important class of supervised machine 
learning tasks with the goal of automatically constructing ranking functions from training data. As many other 
supervised machine learning problems, the quality of a ranking function is highly correlated with the amount of labeled 
data used to train the function. Due to the complexity of many ranking problems, a large amount of labeled training 
examples is usually required to learn a high quality ranking function. However, in most applications, while it is easy to 
collect unlabeled samples, it is very expensive and consuming to label the samples. Active learning comes as a 
paradigm to reduce the labeling effort in supervised learning. It has been mostly studied in the context of classification 
tasks [20]. Existing algorithms for learning to rank may be categorized into three groups: point wise approach, pair 
wise approach, and list wise approach. Compared to active learning for classification, active learning for ranking faces 
some unique challenges. First, there is no notion of classification margin in ranking. Hence, many of the margin-based 
active learning algorithms proposed for classification tasks are not readily applicable to ranking. Furthermore, even 
some straightforward active learning approach, such as query-by-committee (QBC), has not been justified for the 
ranking tasks under regression framework. Second, in most supervised learning 
setting, each data sample can be treated completely independent of each other. In learning to rank, data examples are 
not independent, though they are conditionally independent given a query. We need to consider this data dependence in 
selecting data and tailor active learning algorithms according to the underlying learning to rank schemes. Third, ranking 
problems are often associated with very skewed data distributions. For example, in the case of document retrieval, the 
number of irrelevant documents is of orders of magnitude more than that of relevant documents in training data. It is 
desirable to consider the data skewness when selecting data for ranking. Therefore, there is a great need for an active 
learning framework for ranking. In this paper, we attempt to address those three important and challenging aspects of 
active learning for ranking. We first propose a general active learning framework, expected loss optimization (ELO), 
and apply it to ranking. The key idea of the proposed framework is that given a loss function, the samples minimizing 
the expected loss (EL) are the most informative ones. 
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  Under this framework, we derive a novel active learning algorithm for ranking, which uses function ensemble 
to select most informative examples that minimizes a chosen loss. For the rest of the paper, we use web search ranking 
problem as an example to illustrate the ideas and perform evaluation. But the proposed method is generic and may be 
applicable to all ranking applications. In the case of web search ranking, we minimize the expected discounted 
cumulative gain (DCG) loss, one of the most commonly used loss for web search ranking. This algorithm may be easily 
adapted to other ranking loss such as normalized discounted cumulative gain (NDCG) or average precision. To address 
the data dependency issue, the proposed algorithm is further extended to a two-stage active learning schema to 
seamlessly integrate query level and document level data selection. Finally, we extended the proposed algorithms to 
address the skew grade distribution problem. 
The main contributions of the paper are summarized as follows. 
 We propose a general active learning framework based on expected loss optimization. This framework is 
applicable to various ranking scenarios with a wide spectrum of learners and loss functions. We also provide a 
theoretically justified measure of the in formativeness. 
 Under the ELO framework, we derive novel algorithms to select most informative examples by optimizing the 
expected DCG loss. Those selected examples represent the ones that the current ranking model is most uncertain about 
and they may lead to a large DCG loss if predicted incorrectly. 
 We propose a two stage active learning algorithm for ranking, which addresses the sample dependence issue 
by first performing query level selection and then document level selection. 
 We further show how to extend ELO framework to address the skewed grade distribution problem in ranking. 
Balanced version ELO algorithms are derived for both query level active learning and two stage active learning. 
 

II. EXISTING  SYSTEM 
 

Learning to rank represents an important class of supervised machine learning tasks with the goal of 
automatically constructing ranking functions from training data. As many other supervised machine learning problems, 
the quality of a ranking function is highly correlated with the amount of labeled data used to train the function.  Due to 
the complexity of many ranking problems, a large amount of  labeled training examples is usually required to learn a 
high quality ranking function. However, in most applications, while it is easy to collect unlabeled samples, it is very 
expensive and time-consuming to label the samples.  

 
DISADVANTAGE OF EXISTING SYSTEM: 

 Less attention is paid to the privilege control and the identity privacy. 
 Collusion attack. 

 
III. PROPOSED SYSTEM 

 
First, there is no notion of classification margin in ranking. Hence, many of  the margin-based active learning 

algorithms proposed for classification  tasks are not readily applicable to ranking. Furthermore, even some straight 
forward active learning approach, such as query-by-committee, has not been justified for the ranking tasks under 
regression framework.   Second, in most supervised learning setting, each data sample can be treated completely 
independent of each other. In learning to rank, data examples are not independent, though they are conditionally 
independent  
ADVANTAGE: 

 Flexible. 
 On-Demand. 
 Low-Cost usage of computing resources. 
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IV. SYSTEM ARCHITECTURE 
 

 
 

Fig.1 System Architecture 
 

 
 

 
Fig. 2 Data Flow Diagram 

 
MODULES: 

 Admin 
 User.  

 
Module 1: Admin. 
 The Admin should login with database to upload file based on the content and data with their allotted size and 
within the period of time. They can view the uploaded document list and also view based on the Ranking list 
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documents. Admin will have the permission to see the downloaded history’s such as file id and user id and then date. 
Here graph are generated for the expectation measurement based on the matching document and loss document. 
 
Module 2: User. 
 The Consumers should register with server and then login. Here consumer can search the document based on 
various contents techniques like as ranking method. They can search the files based on the title and based on the 
domain then finally based on the top k value from server for download process. Top k value search is used for list the 
document based on most downloaded file from the consumer. 
 
FEASIBILITY STUDY 
           The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan 
for the project and some cost estimates. During system analysis the feasibility study of the proposed system is to be 
carried out. This is to ensure that the proposed system is not a burden to the company.  For feasibility analysis, some 
understanding of the major requirements for the system is essential. 
Three key considerations involved in the feasibility analysis are  

 ECONOMICAL FEASIBILITY 
 TECHNICAL FEASIBILITY 
 SOCIAL FEASIBILITY 

ECONOMICAL FEASIBILITY 
 This study is carried out to check the economic impact that the system will have on the organization. The 

amount of fund that the company can pour into the research and development of the system is limited. The expenditures 
must be justified. Thus the developed system as well within the budget and this was achieved because most of the 
technologies used are freely available. Only the customized products had to be purchased.  
TECHNICAL FEASIBILITY       
This study is carried out to check the technical feasibility, that is, the technical requirements of the system. Any system 
developed must not have a high demand on the available technical resources. This will lead to high demands on the 
available technical resources. This will lead to high demands being placed on the client. The developed system must 
have a modest requirement, as only minimal or null changes are required for implementing this system.    
SOCIAL FEASIBILITY 
           The aspect of study is to check the level of acceptance of the system by the user. This includes the process of 
training the user to use the system efficiently. The user must not feel threatened by the system, instead must accept it as 
a necessity. His level of confidence must be raised so that he is also able to make some constructive criticism, which is 
welcomed, as he is the final user of the system. 
 
SYSTEM TESTING AND MAINTENANCE 

Testing is vital to the success of the system. System testing makes a logical assumption that if all parts of the 
system are correct, the goal will be successfully achieved. In the testing process we test the actual system in an 
organization and gather errors from the new system operates in full efficiency as stated. System testing is the stage of 
implementation, which is aimed to ensuring that the system works accurately and efficiently. 

In the testing process we test the actual system in an organization and gather errors from the new system and 
take initiatives to correct the same. All the front-end and back-end connectivity are tested to be sure that the new 
system operates in full efficiency as stated. System testing is the stage of implementation, which is aimed at ensuring 
that the system works accurately and object. 

The main objective of testing is to uncover errors from the system. For the uncovering process we have to give 
proper input data to the system. So we should have more conscious to give input data. It is important to give correct 
inputs to efficient testing.Testing is done for each module. After testing all the modules, the modules are integrated and 
testing of the final system is done with the test data, specially designed to show that the system will operate 
successfully in all its aspects conditions.  
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 UNIT TESTING 
 Unit testing verification efforts on the smallest unit of software design, module. This is known as “Module 
Testing”. The modules are tested separately. This testing is carried out during programming stage itself. In these testing 
steps, each module is found to be working satisfactorily as regard to the expected output from the module. 
INTEGRATION TESTING 

Integration testing is a systematic technique for constructing tests to uncover error associated within the 
interface. In the project, all the modules are combined and then the entire programmer is tested as a whole. In the 
integration-testing step, all the error uncovered is corrected for the next testing steps.  
 
 

V. CONCLUSION 
 We propose a general expected loss optimization framework for ranking, which is applicable to active learning 
scenarios for various ranking learners. Under ELO framework, we derive novel algorithms, query level ELO-DCG and 
document level ELO-DCG, to select most informative examples to minimize the expected DCG loss. We propose a two 
stage active learning algorithm to select the most effective examples for the most effective queries. We further extend 
the proposed algorithm to deal with the typical skew grade distribution problem in learning to rank. Extensive 
experiments on real-world web search data sets have demonstrated great potential and effectiveness of the proposed 
framework and algorithms. In future, we will investigate how to fuse the query level and document level selection steps 
in order to produce a more robust query selection strategy. Besides, we will also evaluate our active learning method 
upon different types of data. 
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